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Abstract 

Accurately predicting default risk is paramount for financial institutions 
in credit scoring. Traditional methods often face significant challenges 
when dealing with imbalanced datasets, resulting in biased models and 
unreliable predictions. This paper extends Teng et al. (2024) to enhance 
the accuracy and interpretability of credit scoring models through a novel 
rescaled cluster-then-predict approach. Initially, the data undergoes 
preprocessing, resulting in a data matrix of  features. A key aspect of 
our methodology is rescaling the feature set with a p-variate weight 
vector w = (w(1),....,w(p)), leading to the rescaled data set where the 
i-th feature is multiplied by w(i) for i = 1,2,...,p . We define the total 
entropy as the w-weighted average of individual entropies at each cluster. 
Then, the optimal w is determined by minimizing the total entropy for the 
rescaled data matrix, ensuring more homogeneous clusters regarding default 
risk. In the training phase, data is clustered, and separate models are 
trained for each cluster. In the testing phase, the appropriate cluster 
for each new data point is identified, and the corresponding model is used 
for prediction, ensuring accurate and reliable risk assessment. This 
proposed rescaled cluster-then-predict approach is validated through both 
in-sample and out-of-sample performance metrics, specifically focusing on 
the area under the curve (AUC) for model evaluation, and progressively 
improves model robustness and interpretability. 
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